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a b s t r a c t

Cyber–Physical Systems (CPS) are heterogeneous and require cross-domain expertise to model. The
complexity of these systems leads to questions about prevalent modeling approaches, their ability to
integrate heterogeneous models, and their relevance to the application domains and stakeholders. The
methodology for Multi-Paradigm Modeling (MPM) of CPS is not yet fully established and standardized,
and researchers apply existing methods for modeling of complex systems and introducing their own.
No systematic review has been previously performed to create an overview of the field on the methods
used for MPM of CPS. In this paper, we present a systematic mapping study that determines the
models, formalisms, and development processes used over the last decade. Additionally, to determine
the knowledge necessary for developing CPS, our review studied the background of actors involved
in modeling and authors of surveyed studies. The results of the survey show a tendency to reuse
multiple existing formalisms and their associated paradigms, in addition to a tendency towards
applying transformations between models. These findings suggest that MPM is becoming a essential
approach to model CPS, and highlight the importance of future integration of models, standardization
of development process and education.
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1. Motivation and background

Cyber–Physical Systems (CPS) are systems that integrate com-
putation, networking, and physical processes. The key charac-
teristic of CPS is their seamless integration of both hardware
and software resources for computational, communication, and
control purposes, all of which are co-designed with the physi-
cally engineered components (Lun et al., 2019b). Engineering CPS
requires physical models, computational models, and network
models. Physical models presented as continuous-time models
are typically analyzed with solvers that numerically approximate
the solutions to differential equations, while computational mod-
els are typically discrete-transition models with analysis that
enumerate the states (e.g. state machines, dataflow models, syn-
chronous/reactive models, and/or discrete event models). Many
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hallenges arise from the heterogeneity of CPS modeling, such
s defining modeling languages, ensuring the determinism of
odels, and accurately representing the discrete events that are
ausally related but occur at the same time (Derler et al., 2012b).
Furthermore, engineering CPS requires a combination of meth-

ds used in different domains (mechanical, electrical, biomedical,
tc.) with methods of computer science (Lee, 2015). This require-
ent highlights the necessity of having trans-disciplinary model-

ng approaches which combine different engineering disciplines.
oreover, it is also required to join the classical models with the
bstractions as in the case of physical processes (e.g., graphs and
ifferential equations). In literature, there are many efforts in that
irection, but no common modeling approach yet covers all of the
nvolved disciplines in CPS.

The act of modeling involves three distinct concepts (Lee,
015): the subject that is being modeled, the model itself, and
he modeling paradigm with a formalism. The subject (system)
f modeling is typically either present, potentially present, or
ntentionally designed to be deployed in the world, while amodel
is an abstraction of the system (Kuhne, 2006), which is a sim-
plified representation or view of that system. Formalisms are
athematical approaches to describe models, consisting of an
bstract syntax and formal semantics (Broman et al., 2012). Fur-
hermore, modeling languages are concrete implementations of
ormalisms, expressing systems in a formal and precise way by
sing diagrams, rules, symbols, signs, letters, numerals, and so on.
modeling language may implement more than one formalism
y combining their syntax and semantics (Kleppe et al., 2003). Its
efinition requires designing its abstract syntax and its formal se-
antics. In this context, we note the use of meta-models, which
llow designers to describe modeling languages more abstractly.
meta-model is also a modeling language but a more abstract

ne; it has its own meta-model (i.e., a meta-meta-model). For
odel processing and analysis, many tools were created such as
arsers, simulators, model-checkers, and code generators.
Selection of the appropriate modeling formalisms and tools is

crucial phase in order to handle different aspects of a CPS, as
ell as the development processes. Specifically, the development
ctivities for modern complex systems, and in particular CPS,
ncompass multiple technical domains and teams, where each
eam uses its own set of modeling languages for the aspects of
he system that are relevant to that team. Thus, it is necessary to
roperly integrate these languages in customizable ways.
In this paper, we study the current approaches used for Multi-

aradigm Modeling for CPSs (MPM4CPS) based on a corpus of 153
esearch studies related to MPM4CPS from the past decade (se-
ected by rigorously reviewing 614 studies). Our aim is to identify,
nalyze and characterize MPM4CPS approaches and their applica-
ions for modeling of CPS. Thus, we investigate the models used
n current CPS, and their formalisms, modeling languages, and
ools. When a project uses multiple models, it is also important
o explore the type of operators used between the models, which
irectly impacts the deployment aspect. Moreover, the develop-
ent process plays a big role in the applicability of the approach.

n addition, we survey the application domains in which CPS
odeling was applied, as well as the roles of stakeholders and
kills required for CPS engineers. Based on the analysis of the
bove data, we identify future research questions for modeling
f CPS and related educational programs.
The paper is organized as follows: Section 2 introduce the

efinition of MPM4CPS; Section 3 describes the method used to
erform this study, i.e., the planning and execution details of
his; Section 4 presents multi-paradigm modeling approaches for
PS; Section 5 analyze how the approaches were developed; Sec-
ion 6 presents application domains; Section 7 presents profiles

f stakeholders involved in development of CPS; and Section 8 i

2

presents the quality of the papers surveyed. The results are sum-
marized in Section 9. Then, we discuss threats to validity in
Section 10, related work in Section 11 and finally, Section 12 ends
the paper with a set of conclusions and perspectives for future
work.

2. Multi-Paradigm Modeling for Cyber–Physical Systems

The above considerations lead to Multi-Paradigm Modeling
MPM) for CPS (MPM4CPS) — a school of thought that advocates
he combination of reusable modular modeling languages with
ifferent paradigms instead of using a single monolithic language
or the whole system (Vangheluwe et al., 2002). The term MPM
ctually finds its origin in the Modeling and Simulation com-
unity in 1996, when the EU ESPRIT Basic Research Working
roup 8467 Simulation in Europe (SiE) formulated a collection
f research directions and policy guidelines (Vangheluwe et al.,
000). These identified the need for ‘‘a multi-paradigm method-
logy to express model knowledge using a blend of different
bstract representations rather than inventing some new super-
aradigm’’. The proposed vision also recommended that all parts
nd aspects of a system should be modeled explicitly at the most
ppropriate level(s) of abstraction, using the most appropriate
odeling formalisms to deal with engineering heterogeneity.
At that time, there was not yet any precise definition of MPM.

owever, the work of working group on foundations of MPM4CPS
uring the COST action IC1404 initiated the recent work (Amrani
t al., 2019, 2021), which provided a more precise definition of
PM. In this survey, we used this definition that we introduce in

he following.
In computer science, paradigms, which emerged as early as

986 (Hailpern, 1986), are known as a means for classifying
rogramming languages. For example, Eiffel is object-oriented and
upports contract-based design. Prolog is declarative while Lisp is
unctional. A paradigm thus characterizes languages through their
yntax and semantics. For example, object-orientation imposes
iewing the world in terms of communicating objects typed by
lasses, whereas the declarative paradigm relies on term substi-
ution and rewriting. The idea of combining several paradigms
nto a single programming language led to more powerful lan-
uages such as Java, which is at the same time imperative, object-
riented, concurrent, real-time and functional and Maude, which
s declarative, object-oriented, concurrent and real-time, among
any others examples.
In Amrani et al. (2019, 2021) the authors consider model-

ng as a generalization of programming so that programming
anguages are a subset of modeling languages and therefore,
rogramming paradigms are also a subset of modeling paradigms
the aforementioned programming paradigms are also modeling
aradigms). Like for programming languages, modeling paradigms
lso characterize both the languages, their formalisms and their
emantics. But in addition, modeling paradigms may also charac-
erize the workflows (or development processes) that define how
odels of the modeling languages are used during development.
ollowing this, the example programming paradigms of above
object-oriented, contract-based design, declarative and functional)
re simple paradigms that only characterizes languages and not
he workflows. Conversely, we can say that agile programming,
hich only characterizes workflows is also a simple paradigm.
In Amrani et al. (2021), two examples of more sophisticated

aradigms are given such as Discrete Event Dynamic Systems
DEv) and Synchronous Data Flow (SDF). For the first one, it
haracterizes formalisms by the fact that the time is continuous,
ystems dynamics is captured through timed events and that
ystems state is composed of variables that range over discrete
omains. An example of formalism that follow the DEv paradigm
s Timed Finite State Automata (TFSA).
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For SDF, languages that follow this paradigm are characterized
y describing systems computations as a directed graph where
ignals flow through the arcs representing infinite streams of
ata, each data piece being called a sample. Nodes represent
omputation units that execute whenever enough input data be-
ome available. They have ports that explicitly define how many
amples are used (consumed by inputs, or produced by outputs).
inally, a memory full node should always define an extra port
orresponding to initial conditions. An example formalism that
ollows the SDF paradigm is Causal Block Diagrams (CBDs).

As we can see from these examples, a modeling paradigm can
e broadly defined as a set of properties that characterizes lan-
uages, formalism and workflows employed in the development
f CPSs (see Amrani et al. (2021) for a more formal definition).
his makes that MPM is wide spread. For instance, even if a
odeling environment only cover one domain of the system (say
mbedded system), or consists of only one language, like for
rogramming languages, the language is often multi-paradigm,
specially for the case of architecture description languages. For
nstance, the AADL language follows both the object-oriented and
DF paradigms (but does not follow the DEv paradigm since its
otion of time is discrete), and probably more paradigms would
ppear after a closer look. MPM is even more frequent for CPS
evelopment environments that cover different system domains,
ince often domains make use of paradigms of their own. But at
he same time, it can be the case that a single modeling paradigm
s used for very different domains. Obviously this is more often
he case for paradigms that characterize workflows (e.g., agile).

While somewhat modular and extensible, the current ap-
roaches to MPM are limited in their scalability, customizability,
nd comprehensiveness — as required for practical industrial
ontexts. In part, the adoption is hampered by lack of broad
wareness of the existing MPM methods. Due to their hetero-
eneity, it is difficult for a practitioner to determine what MPM
odels/tools exist, what aspect of the system they represent,
hich domain(s) they apply to, and what engineering training is
equired to use them.

. Research method and review process

The methodology used in this Systematic Mapping Study (SMS)
ollows the process suggested by Kitchenham (2007), Kitchenham
t al. (2009) (see Fig. 1). The review process has three main
hases: planning, conducting and reporting. This SMS was per-
ormed by researchers (Ph.D. students, Post-Docs, Professors and
3

Table 1
PICOC criteria used for SMS.
Population Composed of primary studies on multi-paradigm modeling of

CPS. It was not limited to any specific industry, system or
application domain;

Intervention Clustering the MPM approaches for CPS, models, their
application domains, and other characteristics;

Comparison Not applicable to this study;

Outcome The overview and insights into MPM techniques for CPS;

Context The set of research papers from scientific libraries, which
report MPM4CPS;

Research Engineers) from various universities, research institu-
tions, and industry, from ten countries: Portugal, Serbia, Swe-
den, France, Turkey, the Netherlands, the United States, Belgium,
Latvia, and the Czech Republic.

The motivation to perform SMS originated from the MPM4CPS
European COST Action (IC1404, 2020). A working group focused
on education and dissemination activities was assigned with the
mission to conduct this SMS, whose progress was reported in Bar-
išić et al. (2019). In the next subsections, we outline how the first
two phases were carried out for this SMS.

3.1. Planning

Kitchenham (2007) proposed three stages within planning: (1)
specifying research questions, (2) developing a review protocol, and
(3) validating it. Further we highlight the results of each stage,
which are detailed in our complimentary data submission.1 (Bar-
išić et al., 0000)

We applied the PICOC criteria (Petticrew and Roberts, 2008)
which is systematic approach for the definition of our research
question (Kitchenham et al., 2009) in Table 1. The overall objec-
tive of our study is to provide an overview of the current state-of-
the-art of approaches supporting the MPM of CPS. The goal of this
SMS is to answer four research questions, further articulated in 13
sub-questions which are presented in Table 2. The research ques-
tions were devised over several work sessions of the Education
and Dissemination working group and in the plenary meeting of
MPM4CPS COST Action (Barišić et al., 2019).

The review protocol included the selection of Research ques-
tions and Search sources, Search keywords and query, Inclusion and
exclusion criteria for the primary papers, Data extraction strategy

1 https://data.mendeley.com/datasets/jy6ww3hmyw/4.
Fig. 1. Overview of the review process based on Kitchenham (2007).

https://data.mendeley.com/datasets/jy6ww3hmyw/4
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ormulated research questions.
RQ1 What multi-paradigm modeling approaches exist for CPS?
Q1 Does the paper report a multi-paradigm modeling approach?
Q1.1 Which development phases are supported by MPM approach?
Q1.2 Which part(s) of the CPS is(are) modeled?
Q1.3 Which formalism(s) is(are) used for modeling the CPS?
Q1.4 What is the integration mechanism for the presented models?

RQ2 How are multi-paradigm modeling approaches for building CPS
presented?

Q2.1 Does the paper report a model/meta-model?
Q2.2 Does the paper report a tool/language?
Q2.3 Does the paper report the model of the adopted development process?

RQ3 What CPS application domains have been modeled?
Q3 Is the approach domain-specific?
Q3.1 Which application domain is addressed?

RQ4 What is the profile of the person who performs CPS modeling?
Q4 Does the paper report the actors/stakeholders involved in modeling of

the CPS?
Q4.1 Does the paper report the modeler’s background knowledge?
Q4.2 What are the research fields of the authors?

and Quality assessment strategy with a data form to support data
ollection (Barišić, 2018).
We evaluated our research protocol threefold (for more details

ee Barišić et al. (2019)):

1) Query Testing. To clearly define keywords, we analyzed all
f our research questions separately and divided the keywords
nto three main groups: (i) cyber–physical systems, (ii) modeling
pproaches for cyber–physical systems, (iii) combination of mod-
ling approaches for cyber–physical systems. For each group we
reated a search sub-string, and then integrated the sub-strings
nto the final search string. We defined several versions of query
strings and conducted the search process over databases. The
members of MPM4CPS COST action voted during the work-group
meeting in order to select the best candidate.

(2) Validation Survey with MPM4CPS COST Action Members. A
survey asked for feedback on the research protocol. An online
form was created to collect general information about the partici-
pants and their expertise on SMS; and set of validation questions.
A total of ten participants participated in this survey, and we
updated the protocol according to the results.

(3) Pilot session with reviewers. During this session, three
participants evaluated the questions in the data form where
ach one of them was assigned two primary studies to read
nd classify. The reviewers expressed their doubts and eventual
roblems which they encountered while providing their answers.
he completeness of the answers given in text boxes was also
valuated and discussed. As a result, we updated the instructions
or each affected question.

.2. Conducting

Conducting the SMS involved six phases discussed in this
ection (see Fig. 1): (1) identifying relevant research, (2) selecting
primary studies, (3) performing data analysis, (4) assessing quality
of studies, (5) extracting required data, and finally (6) synthesizing
the data.

3.2.1. Relevant research identification
The main goal of an SMS is to identify a large number of

primary studies related to the research questions. We obtained
data for this SMS twofold:

AUT Using automatic search over digital libraries: ACM Digital
Library (ACM), IEEExplore (IEEE), Science Direct (SD), Springer
Link (SL), Scopus, from 2006 that was considered by experts
4

Table 3
Inclusion (I) and Exclusion (E) criteria.
ID Criteria

I1 Publication date from 1/1/2006
I2 Relevance to the research questions
I3 Explicit mention of multi-paradigm modeling of cyber–physical system
I4 Papers that report methodologies, metrics, or formalisms for modeling C
I5 Analysis of relevant application domains for modeling of CPS
E1 Informal literature (powerpoint slides, conference reviews, informal

reports) and secondary/tertiary studies (reviews, editorials, abstracts,
keynotes, posters, surveys, books)

E2 Duplicated papers
E3 Papers that did not report a multi-paradigm modeling method for CPS
E4 Papers with the same content in different paper versions
E5 Papers written a language other than English
E6 Purely hardware or electrical engineering papers

as adequate for this SMS. The search was executed two
times; first time in the beginning of 2018 where we included
primary studies including the year 2017; second time in
April of 2021 where we included all other primary studies.
We obtained 379 studies in total.

AN Manually extracting the primary studies from another SMS
reported in Barišić and Cunha (2017) for the period 2011–
2017. This study intersects with ours since it selected studies
which were reporting modeling approaches for building CPS,
however, the search string was wider and included the sus-
tainability concern. We obtained 240 primary studies from
this source.

We used the following search string to obtain primary studies
using automatic search:

(‘‘multi-paradigm’’ OR ‘‘multi-formalism’’ OR ‘‘heterogeneous for-
malism’’ OR ‘‘unified modelling formalism’’ OR ‘‘multi-model lan-
guage’’) AND (((‘‘cyber physical’’ OR ‘‘cyber–physical’’ OR cyberphys-
ical OR smart) AND system*) OR CPS)AND (‘‘modelling approach’’
OR ‘‘modeling approach’’ OR ‘‘integrate modelling’’ OR ‘‘integrate
modeling’’ OR ‘‘model driven’’ OR ‘‘model-driven’’) AND (‘‘software
engineering’’ OR ‘‘software system’’).

3.2.2. Primary studies selection and data analysis (screening phase)
The ReLiS (Bigendako. and Syriani, 2020) platform was used

to support the screening and classification phase since it sup-
ports multi-user data extraction (Bigendako and Syriani, 2018).
Only primary studies from automatic search passed through the
screening phase as ones from manual search were already clas-
sified to report modeling approaches for CPS. After removing
duplicates, 327 primary studies were imported into the ReLis
system (see Fig. 2). We defined a set of inclusion and exclusion
criteria (Table 3) to filter out candidate primary studies that
would not contribute to answering our research questions. This
filter was applied to the title, abstract and keywords. Each study
was assigned to two reviewers. In case of a conflict, the reviewers
discussed to resolve it. At this stage, our tendency was to be more
inclusive than exclusive. From the screening phase, almost half of
primary studies were included (153) and 174 were excluded.

3.2.3. Data extraction and quality assessment (classification phase)
We additionally imported 240 studies from manual selection

into the ReLis system, which automatically identified 7 dupli-
cates. In total, there were 386 papers to review, 153 from au-
tomatic search, and 233 from the manual study after removing
duplicates, which are reported in Part 2 in our data repository2
described more in detail in Barišić et al. (0000)3 (see Fig. 2).

2 https://data.mendeley.com/datasets/jy6ww3hmyw.
3 https://www.mendeley.com/community/smr-mpm4cps-public/.

https://data.mendeley.com/datasets/jy6ww3hmyw
https://www.mendeley.com/community/smr-mpm4cps-public/
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Fig. 2. The steps performed during the conducting phase, with study counts.
f

p

able 4
PS development phases and descriptions.
Phase Description

Editing Drawing or editing models
Simulation Running the model or its generated code
Transformation Converting a model to a different form, whether to a model o

different aspects or levels of abstraction or to a different
formalism

Analysis Providing information to the user about the properties of the
model

Verification Performing a more formal analysis to determine if the system
fulfills some properties

Integration Relating heterogeneous models, especially those developed
with different tools

Generation Creating code, test cases, or documentation from a model

The data extraction form was generated in ReLis using the inte-
grated domain-specific language for specifying forms. The form
consisted of the questions (Table 2), descriptive instructions, as
well as from the quality assessment questions (see Table 12). All
uestions had at least one text paragraph so reviewer observa-
ion could be described freely, and when applicable, included
yes/no field and/or multiple-choice questions with predefined
ategories. Quality questions were defined to observe the impact
f the studies. Therefore, the several criteria about ranking, rel-
vance, clarity of the problem, clarity of the research context,
ethod evaluation, contribution presentation and future research
irections served as a complement to the extracted data related
o the research questions and were used later in result analysis.

Each study was randomly assigned to one expert. Reviewers
ere provided with a set of instructions and videos about to
se the ReLis system, how to extract data, and when to exclude
apers. They were able to monitor the individual and overall
lassification status. To reflect the confidence of reviewers, we
sed two self-assessment criteria: reviewers confidence about
ontent of the study and reviewers confidence about quality of
he study. When a reviewer was not confident about a paper
nder review, an additional reviewer was assigned to review
he paper and the assessment scores were then discussed until
onsensus was reached. In total, there were 153 classified papers
nd 233 excluded papers.

.2.4. Data synthesis
During this stage, the previously extracted information was

ross-reviewed by all experts with the aim of identifying possible
lerical errors by taking into account the research questions. To
nderstand the modeling approaches reported in the primary
 r

5

studies, at least two reviewers were assigned to perform man-
ual qualitative data analysis for each question from Table 2, in
order to cluster the approaches in groups by similarity. Differ-
ent reviewers described approaches with different terms which
were in practice equivalent, and these synonymous terms were
merged. Reviewers processed the extracted data to identify un-
ambiguous labels for each question under analysis and a tentative
cluster name. Finally, reviewers iteratively refined and merged
the data until a small number of well-defined clusters emerged.
Throughout the iterations, the researchers cross-checked their
work by having automatic validation formulas and synchronized
their definitions of the clusters.

4. Multi-paradigm Modeling (MPM) approaches (RQ1)

In this section, we present the findings for RQ1: What multi-
aradigm modeling approaches exist for CPS? For this, we

focus on four sub-questions that are the completeness of the
approach with respect to the supported development activities,
the modeled CPS components, the employed formalisms and the
integration mechanism to support combining the different em-
ployed modeling languages and their tools. Each of these question
is addressed in the following subsections.4

4.1. Completeness of reported MPM approaches

As described in Selic (2003), the adoption of model-driven
development (MDD) depends on the practicality of the tools
as much as the scientific merit of the underlying methodology.
Modeling tools should allow for capabilities including code gen-
eration, model execution (for simulation), and integration with
other legacy tools. In Whittle et al. (2014), a list of challenges
for the adoption of MDD is presented emphasizing that toolkits
are often missing these capabilities, especially for code gener-
ation and reverse engineering. Ideally, such capabilities should
be supported within a single toolkit, as a complete methodology
implemented by a single modeling tool. However, this is not
realistic since the complete development of real CPSs involves so
many domains each having its own sophisticated tools. Instead,
well integrated tool chains should be developed.

Following this, we analyzed the primary studies to evaluate
the completeness of the presented MPM approaches according to
the number of supported activities (Q1.1 Table 2). These were

4 Note that unless otherwise stated, the percentages in this section are
elative to the total number of MPM papers.
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Fig. 3. Phases supported by CPS development MPM approaches.
lassified into the categories of Table 4, mainly distinguishing
odel-related tasks.
All 153 MPM approaches support at least one of the aforemen-

ioned phases, 67 (43.8%) support exactly one phase, 61 (39.9%)
upport exactly 2 phases, 12 (7.8%) support exactly 3 phases, 4
2.6%) support exactly 4 phases, while 9 studies are complete
i.e., covering all phases) (Bloomfield et al., 2017; Dávid, 2016;
icirellia et al., 2017; Chadli et al., 2018; Bozzano et al., 2017;
sasa et al., 2017; Technische Universität Wien, 0000; Araújo-de
liveira et al., 2021; Challenger et al., 2021).
A large majority of approaches support editing (116 (75.8%))

ollowed by simulation (47 (30.7%)), transformation (41 (26.8%))
nd analysis (39 (25.5%)) (see Fig. 3). Integration capabilities are
eported by only 13 (8.5%) studies.

It is worth noting that some of the approaches might support
dditional capabilities beyond the ones in the reviewed papers.

.2. Reported modeled components in mpm4CPS

MPM approaches may target an entire CPS or only certain
arts of it. The classification intended to determine the scope tar-
eted by the papers, i.e. whether the approaches considered the
ardware, software, network, or environment of the system (and
ossibly combinations of the above) to answer Q1.2 (Table 2).
ardware includes electronic and mechanical components, while
oftware includes the code of the system. A connected system
ay need its network modeled as well as its environment since
CPS always interacts with the outside world.
Twenty-six (17%) MPM papers reported modeling all four main

omponents of CPS (Dávid, 2016; Bozzano et al., 2017; Zhang,
013; Denil et al., 2017; Heinze et al., 2012; Sztipanovits et al.,
017; Apvrille and Roudier, 2015; Casas and Casas, 2017; Gar-
ia et al., 2012; Banerjee et al., 2012; Courtney et al., 2009;
erksen et al., 2015; Larsen et al., 2016; Moscato et al., 2012;
anherpen et al., 2015; Zeigler et al., 2017; Francalanza et al.,
017; Tolk et al., 2021; Oakes et al., 0000; Wang et al., 2021;
bdallah et al., 2015; Balasubramaniyan et al., 2016; Fitzgerald
t al., 2014; Marrone et al., 2015; Tóth et al., 2012; Tsigkanos
t al., 2016). Most frequently (29 (18%)), the papers modeled

Fig. 4. CPS components supported by MPM approaches.
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the hardware, software, and network of the system (see Fig. 4).
In total, most approaches included some modeling of software
(136 (89%)) or hardware (107 (70%)), while fewer approaches
modeled the other major components, network (63 (41%)) and
environment (54 (35%)), or other parts such as stakeholders (7
(%10)). As expected, a majority of papers (95 (62%)) reported
modeling some combination of hardware and software.

Not all CPS are connected systems, and while all CPS must
function in an environment, most approaches focus on the in-
ternal operations and do not often consider to model the system
interaction with its environment.

4.3. Reported modeling formalisms

A wide spectrum of formalisms is used for modeling CPS.
However, we first note that many studies (77 out of 153) do not
state explicitly the employed formalisms, so that these can only
be inferred to some extent through the mentioned languages and
tools (see Section 5.4).

Out of the 79 papers that explicitly mentioned formalisms,
Fig. 5 lists each of these formalisms with the corresponding
number of papers where they are used in order to address Q1.3
(Table 2). Note that more details on what each formalism category
includes is given in Table 5.

We note that most of the papers (18 (22.8%)) report using Petri
Nets-like formalisms followed by Hybrid Automata (12 (15.2%)),
which is a mathematical model for precisely describing systems
in which digital computational processes interact with analog
physical processes. Discrete Events, which models the operation
of a system as a sequence of events in time are also popular (11
(13.9%)). Dataflow, a graphical representation of computation and
flow of information among computations, Temporal Logic and
Differential Equations are also often reported for MPM for CPS.
More details about these formalisms may be found in Al-Ali et al.
(2017).

Out of 79 papers that report formalism(s), a majority of ap-
proaches deal with only one formalism (56 (24.1%)). Nevertheless,
these papers were still considered as MPM because of our broad
definition of MPM as discussed in Section 2. Nineteen (24.1%)
papers report using 2 formalisms and only 4 (5.1%) studies are
using 3 formalisms. This shows that multi-formalisms approaches
are relatively scarce, but that may be due to the lack of formalism
being made explicit in many approaches and also to the diffi-
culty of developing multi-formalism approaches. This topic and
more details on the encountered multi-formalisms approaches
are discussed in Section 5.4.

4.4. Mapping between formalisms and modeled components

Given the results of Section 4.2, we can map which formalisms
are used for which components of the system. For this, we relate
the results of Section 4.3 with those of Section 4.2. For each
formalism of Fig. 5, Table 5 shows the number of studies that
mention this formalism for each component, prorated by the total
number of approaches covering the component, after removing
the approaches that do not explicitly state their formalism. In
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Fig. 5. Reported modeling formalisms.
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this way, we can compare how often a formalism is used for a
component scaled by the number of approaches that were found
to cover this component. In this way, formalism usage across
components can be properly compared.

The results of Table 5 show that the overall popularity of
formalism as shown by the order of the bars of Fig. 5, which
is the same as that of the first column of Table 5, is relatively
independent of the component category. A general trend is that
each formalism is roughly used at the same level whatever the
CPS component is, with unexpected results for Petri Nets and
differential equations, which seem to be more used for other
components than software. Similarly, Differential Equations seem
to be more used for Network. In this latter case, this is mainly
due to some approaches such as Zhang (2013), Denil et al. (2017),
Heinze et al. (2012), Sztipanovits et al. (2017), which cover all
components but do not always explicitly state which formalism
is used for which component. Besides, there are also approaches
like Hecht (2016), which use Differential Equations combined
with a Markov model to analyze properties such as the resilience
of a network. Hence, a deeper analysis would be required to make
this mapping analysis more meaningful and useful.

4.5. Reported integration mechanisms

The heterogeneity of CPS and MDE pragmatics require that
several models be typically employed to support the various

Table 5
Employed formalisms per system components.
Formalism Software Hardware Network Environmen

Petri Nets 13.5 19.5 17.3 18.6
Hybrid Automata 11.5 13.0 13.5 7.0
Discrete Events 11.5 11.7 13.5 9.3
Temporal Logic 8.3 7.8 5.8 11.6
Dataflow 8.3 6.5 5.8 7.0
Automata, State Machines 8.3 6.5 3.8 7.0
Differential Equations 7.3 6.5 9.6 7.0
CBD (Causal Block Diagrams) 5.2 6.5 3.8 9.3
Timed Automata 4.2 5.2 5.8 4.7
Markov Chains 5.2 5.2 7.7 4.7
Bond graphs 4.2 3.9 3.8 4.7
Bayesian Networks 4.2 3.9 3.8 7.0
Ontologies 3.1 0.0 0.0 2.3
Fault Trees 2.1 1.3 1.9 0.0
Process Algebras, Statecharts 2.1 1.3 1.9 0.0
BDD (Binary Decision Diagrams) 1.0 1.3 1.9 0.0
 t

7

modeling activities pertaining to different domains and levels
of abstraction. As a consequence, there is a need to provide
integration mechanisms to synthesize the information coming
from different modeling activities and perspectives. We identify
several MPM approaches which integrate models to answer Q2.4
from Table 2.

A first remark is that despite the importance of model inte-
gration, a large number of MPM approaches (41 (26.8%)) either
do not consider model integration or do not state explicitly what
model integration mechanism is used. This result is not surprising
since integrating models from different domains is in general
an open challenge. We therefore exclude these papers from this
particular analysis and only retain the remaining 112 papers that
state integration mechanisms.

The dominant model integration approach is model transfor-
mations, reported in 54 (48.2%) primary studies, where a model is
transformed into another model and then used to perform a given
activity. Also, model transformations can be used to transform a
model into another model providing semantics to the language
of the original model (semantic domain). This last category is
called semantic anchoring. Furthermore, some of these approaches
like Tóth et al. (2012), Chadli et al. (2018), Sampath Kumar
et al. (2015), Lee (2010), Zeigler et al. (2017) integrate models
by translating all of them into a unifying formalism, which can
be Bond Graphs, Discrete Events or even executable code from
which analyses of the integrated model can be performed. Among
such model transformations, we can distinguish different cases.
Most approaches make use of the simplest case where a batch
ransformation creates a whole model from a set of source models.
e also find a few approaches such as Varró et al. (2016), Dávid

t al. (2018) where incremental (also called live) transformations
re used, capable of punctually updating the parts of a target
odel necessary to maintain consistency given the changes in a
ource model.
The second most frequent approach makes use of traceability

inks between models to support their integration, as reported by
5 (22.3%) studies. The models are presumably generated by hand
nd traces are established to represent dependencies between the
odels and to ease navigation between them. In this way, users
an be notified when a change in a model impacts other models
o that the impacted models can be inspected to ensure consis-
ency. We note that some of these approaches like Barbierato
t al. (2013), Courtney et al. (2009) make use of explicit model
nterfaces for specifying how models can be linked.

We find 19 (17.0%) integration approaches that focus on in-

egrating the modeling languages, with dedicated links between
Fig. 6. Reported integration mechanisms.
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Table 6
System aspect clusters and descriptions.
Cluster Description

High-level structure,
dynamics, or
components

Models tagged with this label include abstract models that do not distinguish between cyber, hardware, or physical dimensions —
often due to their high level of abstraction or particular focus. Examples include system architecture components, failure states,
and interactions between a system and its attacker.

Development artifacts,
processes, or concepts

In this cluster, models are focused on various aspects of engineering a system — rather than on a system itself. The examples
include metamodeling, ontologies, and modeling of development workflows.

Cyber, software, or
computation

Some models represent the software and digital aspects of the system. The examples include state machines of a program and a
software architecture diagram.

Physical dynamics or
components

Some models represent physical processes directly, without mixing them with digital aspects. For example, differential equations
modeling the system’s mechanical movement are in this category.

Computational hardware
or infrastructure

When modeling concerns the hardware that is a part of the system and under its control (such as CPU, GPU, networks), we used
this category.

Other This category contains the parts of the system that did not fit into the above clusters, including human models and business
processes.
their metamodels. These approaches often propose specific exten-
sions of existing languages such as UML and SysML to capture
aspects of the system that cannot be modeled with the original
language.

Sixteen (14.3%) approaches are dedicated to integrating the
models at simulation time, namely co-simulation approaches. In
these approaches, existing simulators for models to be integrated
are coupled to constitute a new simulator for the integrated
models. Some of these approaches such as Larsen et al. (2016)
make use of the Functional Mock-up Interface (FMI) standard.

Ten (8.9%) approaches are classified as ‘‘Others’’ in Fig. 6.
Among these, 3 approaches mention the use of an integration
language to integrate models. In these approaches, the integration
language is used to specify component interfaces and compo-
sition operators between model elements. Four approaches use
integration mechanisms based on the specification of constraints
over models of different domains that can be evaluated to de-
tect inconsistencies. For instance, this can be supported with
ontology languages such as in Dávid (2016), Dávid et al. (2016).
Another approach combines the language’s models of computa-
tion (MoC) so that the language’s semantics is also integrated.
We finally find more exotic approaches making use of message
exchange between the models, knowledge-driven enrichment or
programming theory.

Regarding the combination of the identified integration mech-
anisms, the most frequent combination is Model Transforma-
tions and Links (Abdallah et al., 2015; Barbierato et al., 2019;
Araújo-de Oliveira et al., 2021; Herzig et al., 2017). The com-
binations of Model Transformations and Metamodel Composi-
tion (Chun et al., 2011; Bucaioni et al., 2020), Model Transfor-
mations and Co-Simulation (Denil et al., 2017; Barbierato et al.,
2019), Links and Metamodel Composition (Falkner et al., 2018)
and Links and Co-Simulation (Barbierato et al., 2019) are also
found. Finally, only one approach jointly uses the 3 mechanisms
of Model Transformations, Links and Co-Simulation (Barbierato
et al., 2019).

5. Presentation of MPM4CPS approaches (RQ2)

In this section, we present the findings for our second research

question RQ2: How are multi-paradigm modeling approaches

8

for building CPS presented?. All primary studies (in total 153)
were classified to report modeling approaches for building a CPS
as it was an inclusion criteria. We analyzed which parts of CPS
were modeled, and which qualities were considered in modeling
approaches. Next, we analyzed which approaches report models
and meta models, which tools and modeling languages are used
for development of CPS and finally, if the development process
for CPS was presented as part of the research.

5.1. Modeled CPS aspects and considered CPS qualities

We analyzed which aspect of the CPS was modeled, and
grouped them into six clusters as described in Table 6. One
primary study could address several aspects. Most of studies, 75
(49%) present the high-level structure of the CPS, while 48 studies
model development artifacts, 34 model software and digital parts
of system, 26 physical parts, and 10 studies the hardware part of
CPS (see Fig. 7).

Furthermore, we wanted to understand which qualitative char-
acteristics of CPS were addressed by modeling approaches. We
recognized 14 clusters representing CPS qualities/activities as
described in Table 7. We observed that most of approaches, 42
(27.45%), aim to automate development tasks during construction
of CPS (see Fig. 8). Other main focus areas are correctness 25
(16.34%), efficiency 22 (14,38%), and resilience 18 (11.76%); ad-
ditionally, around 10% of studies address safety (16), integration
(16), and security (15), while simulation (13), v&v (12), and
performance (11) concern about 8% of the studies. Finally, only
around 4% of studies target flexibility (7) and complexity (6) of
the CPS.

5.2. Instance models and meta-models for CPS

A meta-model is a model describing another model, here
called instance model. The studies on modeling of cyber–physical
systems have been analyzed according to these two levels of
abstraction (see Q2.1 in Table 2). About 89% (133) primary studies

describe an instance model and/or metamodel, while 10.6% (20)
Fig. 7. Primary studies clustered regarding modeled aspect of CPS.
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Table 7
System qualities and descriptions.
Cluster Description

Development Aims at automating development tasks related to the construction of the system, such as code generation, design space exploration, modeling
support, and others. This cluster does not include modeling approaches that support verification, validation, simulation, or complexity reduction
(those are separate clusters).

Efficiency Improves or analyzes an existing mechanism/process in terms of its quality and cost metrics, such as throughput, energy lost, operations
performed in a time unit, and etc.

Resilience Improves or analyzes reliability, robustness, fault tolerance, or dependability.

Correctness Aims at the functional correctness of the system, often in terms of providing the correct output or demonstrating the existence of a solution
(e.g., to a scheduling problem).

Safety Aims at reducing or analyzing the possibility or probability of critically undesirable outcomes, usually in safety-critical or mission-critical
systems.

Security Seeks to protect the system against an intelligent attacker or analyze its vulnerability to such attackers.

Integration Enables combination or inter-operation of parts (components, algorithms, subsystems, models, etc.) that could not be combined before.
Meta-modeling is a prominent example of an integration approach.

Performance Improves or analyzes the outcomes of predictive (e.g., classifiers) and other systems that did not fit into correctness or efficiency.

V & V Supports verification and validation activities in the development cycle.

Flexibility Makes the system or its development more customizable, changeable, or adaptable.

Complexity Reduces the complexity either of the system’s artifacts or the behaviors of the system.

Simulation Supports improved simulation, usually in terms of higher fidelity or faster speed.

Other Did not fit into the other clusters. These include better business outcomes, human usability or trust, privacy, and other miscellaneous system
qualities.
do not (see Fig. 9). Most of studies, 113 (73.8%) of them, demon-
strate an instance model, while 47 (30.7%) present a meta-model,
and only 8 (5%) define both.

A model can represent the approach or illustrate the use case
or a case study used to validate an approach. We note that
ost of studies, 68 (44.4%) of them, contain an instance model
f the use case, while 45 (29.4%) present an instance model for
he approach. Regarding meta-models, 21 studies (13.7%) use a
eta-model for use case and 26 (16.7%) — meta-model for the
pproach.

.3. Tools and modeling languages for building CPS

Next, we analyze which tools or modeling languages are used
or CPS development (Q2.2 in Table 2). About 86% (132) of the
rimary studies report using tools or modeling languages, while
bout 14% (21) do not. Specifically, 61% (93) of the studies report
sing existing tools and modeling languages. On another hand,
5.5% (39) of the studies report having developed their own tool
r extending an existing one. We highlight the tools and modeling
anguages which were reported in more then three studies in
igs. 10 and 11, respectively.
We note that most commonly used modeling languages are:

he Unified Modeling Language (UML), which is a standard method
o visualize the design of a system in software engineering; Sys-
ems Modeling Language (SYSML), which is an extension of UML
argeting systems engineering; Modeling and Analysis of Real
9

Fig. 9. Reported models and/or meta-models.

Time and Embedded real time and embedded systems (MARTE),
which is an extension for the UML targeting real-time systems;
and Architecture Analysis & Design Language (AADL) language,
which supports modeling the software and hardware architecture
of an embedded, real-time system. Finally, the Object Constraint
Language (OCL) is a declarative language describing rules apply-
ing to UML models. It is interesting that only 5 primary studies
report using Modelica, an equation-based language that can be
considered as a domain-specific language to conveniently model
complex physical systems.

Regarding the tools, Simulink demonstrated to be a popu-
lar environment (reported in 9 studies); it supports modeling,
simulating and analyzing multi-domain dynamical systems, and
is based on MATLAB, a multi-paradigm numerical computing
environment, reported separately in the tools list in less than 3

studies. We also identified several modeling environments being
Fig. 8. Primary studies clustered regarding considered CPS qualities.
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Fig. 10. Reported modeling languages for CPS development in primary studies.
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eported, of which mostly used (in 7 primary studies) is the
clipse modeling framework (EMF), which in the context of this
tudy is primarily used for its language workbench features in-
luding code generation for building tools and other applications
ased on a structured data model. In 6 studies, UPPAAL, an inte-
rated tool environment for modeling, validation and verification
f real-time systems, is reported. 5 studies report using 20-sim,
commercial modeling and simulation tool; 4 mention Papyrus,
n open-source model-based engineering environment. 4 papers
eport using VDM, a toolbox for formal modeling of complex
ystems; related to this, additional 3 papers mention Overture,
hich is an Eclipse-based open-source IDE for VDM languages.

.4. On the combination of formalisms/languages/tools for building
PS

One of the main features of MPM approaches is expected to be
he use of multiple formalisms, languages, and/or tools, to design
ppropriately the system under study through different points-
f-view (see Section 2). Therefore, from research questions Q1.3,
2.2, and Q2.3 we extracted also the use of multiple formalisms,
anguages, and tools, respectively. Here, it is worth to remind that
ormalisms, languages, and tools have to be explicitly mentioned
n the papers, hence in general the sum of papers resulting from
hese analyses is less than the total number of included studies.

As mentioned in Section 4.3, a few MPM approaches were
ound to employ more than one formalism. Among the 19 (24.1%)
pproaches that use at least 2 formalisms, Petri Nets are the
ost often combined with Hybrid Automata (Barbierato et al.,
011, 2013), Markov Chains (Barbierato et al., 2013; Bozzano
t al., 2017), Discrete Events (Eusgeld et al., 2011), Bayesian
etworks (Marrone et al., 2015), Automata (Bliudze et al., 2017)
nd Timed Automata (Moscato et al., 2012). Then comes Discrete
vents, which is combined with Petri Nets (Eusgeld et al., 2011),
utomata (Casas and Casas, 2017; Jafer et al., 2017), Hybrid Au-
omata (Vara Larsen et al., 2015) and Bayesian Networks (Garcia
t al., 2012). We also find two different combinations for each
f the Dataflow and Causal Block Diagrams formalisms. Among
he 4 (5.1%) combinations of 3 different formalisms that were
ound, we find the combinations of Temporal Logic, Hybrid Au-
omata and Timed Automata (Banerjee et al., 2012), Petri Nets,
ybrid Automata and Markov Chains (Barbierato et al., 2013),
etri Nets, Discrete Events and Binary Decision Diagrams (Eusgeld
t al., 2011) and finally Temporal Logic, Hybrid Automata and
10
Differential Equations (Müller et al., 2014). A more comprehen-
sive analysis of the formalisms combination can be found in the
data-set of this study.

Regarding the languages, 50% (45) of the papers mentioning
explicitly the language(s) use 2 or more languages, with 31.1%
(28) exactly 2, 10% (9) exactly 3, 5.5% (5) exactly 4 and even 3
papers mentioning the use of 5 different languages. Instead, when
considering the tools, the majority of the papers mentions exactly
1 tool, specifically 64.7% (44). Two tools are mentioned in 29.4%
(20) of the papers, 3 in 7.3% (5), and 4 in 4.4% (3).

After analyzing formalisms, languages, and tools separately,
we intersected the works mentioning formalisms (Q1.3) with
the formalisms ‘‘inherited’’ by using the mentioned languages
(Q2.2b) or tools (Q2.2c). In this respect, we adopted a catalog
of formalisms and corresponding languages/tools available as
project deliverable of the MPM4CPS COST action IC1404.5 The
nalysis results show that very often a formalism is mentioned
ogether with a corresponding language, while less frequently
ith a corresponding tool. Since we extracted a relevant number
f novel tools (see Q2.2a) and about half of the papers do no
ention any formalism explicitly (see Q1.3), it could be possible

hat formalisms are more frequently left implicit when presenting
n approach through a tool.

.5. Development processes for building CPS

Finally, we analyzed whether the papers propose a process for
ngineering CPS to answer Q2.3 (see Table 2). More than 40%
f the primary studies did not present a development process
or CPS. Among studies reporting a development process, the
escription of the process is given at different levels of formality:
0 (19.6%) of the papers describe the process in an informal,
ften partial way; 32 (20.9%) describe the process semi-formally,
tep by step, but still giving only textual descriptions; and only
9 primary studies (18.9%) present their process by means of a
ormal model.

. Application domains for CPS (RQ3)

In this section, we present the findings for RQ3: What CPS ap-
lication domains have been modeled?. The analysis shows that
ne third of the classified papers (51 papers) present domain-
pecific approaches, while a majority of the papers (102 papers)

5 https://zenodo.org/record/2538711#.YHAaFzw6_0M.
Fig. 11. Reported tools for CPS development in primary studies.

https://zenodo.org/record/2538711#.YHAaFzw6_0M
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Table 8
The studies addressing more than one application domain (multi-domain studies).
Studies # Domains Addressed application domains

Zhang et al. (2017) 3 Building Automation; Health Care and Medicine; Smart Manufacturing

Challenger et al. (2021) and Araújo-de Oliveira et al. (2021) 3 Critical Infrastructure; Intelligent Transportation; Smart Manufacturing

Banerjee et al. (2012) 3 Health Care and Medicine; Critical Infrastructure; Robotic for Service

Huang et al. (2014) 2 Intelligent Transportation; Smart Manufacturing

Bumblauskas et al. (2017) and Vellaithurai et al. (2015) 2 Critical Infrastructure; Smart Manufacturing

Grüttner et al. (2013) 2 Health Care and Medicine; Critical Infrastructure

Seiger et al. (2016) 2 Building Automation; Emergency Response

Drago et al. (2016), Hartmann et al. (2017) and Dragomir et al. (2017) 2 Critical Infrastructure; Intelligent Transportation

Lerm et al. (2015) and Murguzur et al. (2013) 2 Building Automation; Smart Manufacturing

Koubeissi (2019) 2 Intelligent Transportation; Robotic for Service

Courtney et al. (2009) 2 Critical Infrastructure; Other
propose domain-independent approaches, meaning that they are
applicable to CPS in general.

Eight main application domains were suggested for the re-
iewers based on Gunes et al. classification (Gunes et al., 2014).
he studies which do not fall in any of these categories were
ssigned to the ‘‘Other’’ category and the reviewer articulated the
pplication domain as description. It is worth to mention that
here may be more than one application domain for a study.
he reviewers were allowed to specify up to three application
omains for each primary study, independent of if the approach
s domain-specific or not. The reason behind this is that even
or general approaches, the application can be illustrated using
ne or more domains. We have 34 studies (22.2%) that did not
it into proposed domain categories (see Fig. 12). The proposed
pplication domains in the Others category include: Automotive,
oT and WoT, Mechatronic systems, Digital Factory, Self-adaptive
oftware systems, System of systems, and Web services, among
he others.

Fig. 12 shows the number of primary studies by each domain
ndicating if the proposed approach is domain-specific or general
nd if it is single or multi-domain. While only 16 papers (10.4%)
re addressing multi applications domains, the reset 137 papers
89.6%) focuses on a single application domain. We can see that
ighest number of studies address Critical Infrastructure (34 stud-
es), followed by Intelligent Transportation (26 studies) and Smart
anufacturing (22 studies). Also, Smart Manufacturing has the
ighest number of studies presenting domain-specific approaches
11 studies), while Critical Infrastructure has the highest number
tudies presenting a general approach (with 24 studies).
Of all the primary studies, 20 studies (13%) report more than

ne main application domain, see Table 8, and the rest (87%) re-
ort a single application domain. From the multi domain studies,
nly 5 studies address 3 different application domains and the
11
Fig. 13. Counts of reported actors per study.

other 17 studies address only 2 different application domains.
The highest number multi-domain studies are related to Critical
Infrastructure and Intelligent Transportation with 5 studies.

Finally, by analyzing the correlation between application do-
mains which are addressed and formalisms which are used in
the studies, we could find interesting results. From the 8 main
application domains, in almost all of them (except ‘‘Robotics
for Service’’) the Petrinet formalism has been used. 19 studies
have used Petrinet in total for the application domains, which is
highest number of studies among other formalisms. The next for-
malism with the highest number of application domain covered
and the highest number of studies is Hybrid Automata with 14
studies covering 6 application domains.

Considering the formalisms used in different application do-
mains, out of total 18 formalisms discussed in Q1.3, the papers
with Critical Infrastructure application domain have used 11 dif-
ferent formalisms in 26 papers. The next application domain is
Intelligent Transportation with using 9 different formalisms and
15 papers. A more comprehensive analysis can be found in the

data-set of this study.
Fig. 12. Correlation of application domains and single/multi-domain studies.
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Fig. 14. Counts of actors in all papers.

able 9
escriptions of actor roles.
Actor Activities

System Engineer Development, design, modeling, and analysis of the system.

Domain Expert Requirements specification, ontology building, consulting,
prototyping, and domain-specific analysis/research.

User Application of the developed engineering tools and/or utilizat
of the CPS.

Assurance ExpertEvaluation, testing, and other assurance of the system.

Other Other responsibilities such as management, policy-making,
deployment, etc.

7. Profiles of stakeholders involved in CPS modeling (RQ4)

This section reports the results of the question RQ4: What is
he profile of the person performs CPS modeling? We observed
hat only 50 (32.7%) of the reviewed papers explicitly report the
nvolved actors or stakeholders. The reviewed papers vary in the
umber of reported stakeholders: it ranged between reporting
ne actor (24 studies, 15.7%), to reporting four actors in only one
tudy (Tröls et al., 2020), as shown in Fig. 13.
The actors reported in the reviewed papers are categorized

nto the five roles based on the activities for which they are
esponsible, described in Table 9. Note that actors define the roles,
ot the specific individuals. Hence, in a study, one person can
lay multiple actor roles, and one role can be played by multiple
eople. As shown in Fig. 14, the System Engineer is the most
eported participant (38 papers, 24.8%) followed by a Domain
xpert (22 papers, 14.4%), a User (11 papers, 7.2%), an Assurance
xpert (8 papers, 5.2%), and others (7 papers, 4.6%). The most
ommon combination of the roles was a System Engineer and
omain Expert, found in 14 papers (9.2%). The single study with
our actors (Tröls et al., 2020) describes how a systems engineer,
design tool user, a domain expert, and an assurance expert can
ollaborate on electrical models, source code, and spreadsheets
sing a specialized IDE.
In comparison to RQ 2.3, we noticed that papers with a process

escription are twice as likely to report an actor (36 out of 86,
1.9%, vs. 14 out of 67, 20.9%), which was expected. Further, we
oticed that the papers with a step-by-step process are much
ore likely to have a any actor mentioned (21 out of 32, 65.6%)

han the other types of process descriptions (15 out of 54, 27.8%)
r when no process description is given (14 out of 67, 20.9%).
12
Fig. 16. Counts of research fields of the authors in the reviewed papers.

Similarly, papers with a step-by-step process are much more
likely to report a system engineer (16 out of 33, 48.5%) than
papers with the other types of process (14 out of 69, 20.3%) or
no process presented (10 out of 70, 14.3%). This leads us to an
interpretation that step-by-step process descriptions are more
likely to explicate the actors — and these actors are likely to be
system engineers, perhaps because the engineering processes are
led by them.

7.1. Modeler’s background knowledge

We note that only 33 (21.6%) of all reviewed papers explicitly
reported the knowledge requires from the system modeler (note
that multiple different roles may be involved in the modeling
process). We organized the knowledge requirements into clusters
shown in Fig. 15. The most common background, reported in 18
papers (11.8%), is Model-driven Engineering, which refers to the
skills of object-oriented, component-based, and meta-modeling
with languages such as UML, AADL, etc.). The second and third
most common backgrounds are Simulation (10 papers, 6.5%) and
Formal Methods (9 papers, 5.9%). Among the papers that report
any backgrounds, it is frequent to report more than one: 21
(13.7%) studies report at least two backgrounds, and 8 (5.2%)
studies report three backgrounds, showing that it is common to
require multidisciplinary skills for CPS modeling — at least there
is a discussion of the background to begin with.

The backgrounds were reported primarily in the papers with
models for use cases (RQ2.1): over half of background reports in
papers with reported models (32 out of 60, 53.3%) were reported
in papers that only have a model for a use case. The distribution of
backgrounds in such papers stayed similar to Fig. 15, except that
the Model-driven Engineering background was more spread out
across other types of models. This observation suggests that the
Model-driven Engineering background is currently most suitable
for modeling the approaches themselves (not just the use cases)
as well as meta-modeling.

7.2. Research fields of the authors

For each paper, the reviewers analyzed a set of the research
fields of the authors, based on their public profiles: academic
websites, Google Scholar pages, and public biographies. The clus-
ters of research fields are described in Table 10. Their occurrences
in papers are shown in Fig. 16.
Fig. 15. Counts of modelers’ background knowledge found in the papers.
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able 10
escriptions of author research fields.
Field Description

CS/Inf/SE Computer Science, Informatics, Software Engineering, and other fields
of computing.

EE/CE/SE Electrical Engineering, Control/Computer Engineering, and Systems
Engineering.

Other Eng. Engineering fields other than electrical, computer, and mechanical.
Examples: civil, aerospace, and chemical.

Mech Eng. Mechanical Engineering

Math/Stat. Mathematics and Statistics.

Business Management, Administration, Business, and Operations.

As expected, our selection of papers was dominated by Com-
uter Scientists: 139 studies (91.5%) had an author with a com-
uting background, as expected based on our search query. The
nly other common field was Electrical/Systems Engineering,
ith 35 (22.7%) papers having one such author. Two fields were

ound in 41 (26.8%), three fields were found in 4 papers (2.6%),
nd only one paper (Garcia et al., 2012) had four fields: mod-
ling of monitoring facilities for nuclear non-proliferation was
nvestigated by the authors from Computer Science, Electrical En-
ineering, Civil Engineering, and Business. The most co-occurring
ombination of fields was Computer Science and Electrical Engi-
eering, found in 30 papers (19.6%), and most of the remaining
ross-field collaborations were combinations of Computer Science
nd various other engineering fields. This leads us to a sobering
bservation: while the methods, languages, tools, and skills for
PS modeling come from different technical areas, we did not
bserve MPM to be a truly multi-disciplinary area of research (as
east when surveyed from the software engineering perspective).

Checking how the author fields relate to the formalisms
RQ1.3), we noted that Computer Science authors are highly
revalent and contribute to all formalists except one — Binary
ecision Diagrams (surprisingly so). Several formalisms are found
n papers exclusively from Computer Science: Temporal Log-
cs, Timed Automata, Attribute Grammars, Process Algebras, and
arkov Chains. On the other hand, the most interdisciplinary for-
alisms, ‘‘covering’’ 5 out of the 6 considered fields, are Discrete
vents, Petri Nets, and classical Automata/Finite State Machines.
One might expect that papers with multiple application do-

ains from RQ3 would be more interdisciplinary. However, this
xpectation was not confirmed in our data: there was no signif-
cant association between having multiple domains and having
ultiple author fields. All domains had a high prevalence of
omputer Science authors. Smart Manufacturing was the domain
ith the most non-Computer Science fields, and the most as-
ociated with Electrical Engineering (10 out of 22, 45.5%). Our
nterpretation is that applying multi-paradigm modeling to mul-
iple domains does not, by itself, lead to interdisciplinary research
at least as reported from the software engineering perspective).
13
Table 11
Top cited papers.
Paper Year Title Venue Citation

Tóth et al. (2012) 2012 Adaptive numerical algorithms
in space weather modeling

Journal 498

Banerjee et al. (2012) 2012 Ensuring Safety, Security, and
Sustainability of Mission-Critical
Cyber–Physical Systems

Journal 302

Eusgeld et al. (2011) 2011 System-of-systems approach for
interdependent critical
infrastructures

Journal 286

8. Quality assessment and demographics of classified studies

In this section, we report results regarding the quality assess-
ment of classified studies. The results are detailed in Table 12. To
characterize the first quality assessment criteria (QA1) (ranking
f journal or conference), we decided to use the CORE (2020)
nd Scimago ranking (2020) ranks lists. Venues which were not
egistered at the portal were marked as ’0-Unranked’, where the
ighest number of papers were published (45.10% comprised of
9 papers), which was expected since we surveyed recent re-
earch topics. On the other hand, 28.10% of the papers are ranked
s B or C and 27% are highly ranked as A or A+, which indicates
hat 55.10% of primary studies we reviewed were published in
anked venues. We interpret that one reason for having a high
umber of not ranked venues is due to the fact that the area we
re analyzing is emerging and there are a lot of new publishing
enues which will be ranked only in the times to come.
Next, we present results related to the relevance of the papers

ased on number of citations (QA2). We used the number of
itations obtained from Google Scholar (2020) (in June 2021).
ig. 17 shows the number of citations per year and their median.
e note that only 11% of the reviewed papers are never cited,
f which most of them were published in last two years. The 3
ost cited papers are included in Table 11. The most cited papers
appen to be the papers that were published earlier in journals,
hile as expected for the newest papers there are not yet many
itations.
Furthermore, we analyzed the quality of the content of the

tudies. More than two-thirds of the studies clearly and pre-
isely describe the problem and 20.26% of them describe the
roblem vaguely (QA3). This result indicates that reviewers found
hat almost all primary studies present the motivation for their
pproach clearly, specific to the problem which the study tries
o address. Regarding the clarity of the research context (QA4),
eviewers found that a negligible number of studies have vaguely
ocused on the research context (only 4 papers), while a majority
f papers described the research context with references report-
ng the problems and advantages of the related work. Almost
wo thirds of the studies proposed solutions which are evaluated
y case studies, while 13% do not report any evaluation (QA5).
nly 7.19% of the studies are evaluated empirically, while the rest
Fig. 17. Number of citations per year.
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Table 12
Quality assessment results.
Question Scores Results

QA1: What is the ranking of the paper accordingto the venue where it was published?
62.5

1 = Highly ranked 27%
0.5 = Ranked 28.10%
0 = Unranked 45.10%

QA3: How clearly is the problem of study described? 137.5 1 = Explicitly 79.74%
0.5 = Vaguely 20.26%

QA4: How clearly is the research context stated?
119.5

1 = With references 58.82%
0.5 = Generally 38.56%
0 = Vaguely 2.61%

QA5: How rigorously is the method evaluated?

86.9

1 = Empirical foundation 7.19%
0.66 = Case study 70.59%
0.33 = Lessons Learned 9.15%
0 = No evaluation 13.07%

QA6: How explicitly are the contributions presented?
121.5

1 = Explicitly 60.78%
0.5 = Generally 37.25%
0 = No presentation 1.96%

QA7: How explicitly are the insights and issues for future work stated?
87.5

1 = With recommendations 28.76%
0.5 = Generally 56.86%
0 = No statement 14.38%
Table 13
Reviewers self-assessment.
Question Scores Results

SA1: Reviewer’s confidence about content of the study 100.5 1 = Very confident 31.37%
0.5 = Confident 68.63%

SA2: Reviewer’s confidence about quality of the study 100 1 = Very confident 30.72%
0.5 = Confident 69.28%
show the applicability of the proposal using illustrative examples.
In order to make the modeling approaches better understood
and accepted, more empirical studies need to be carried out.
More than half of the studies (60.78%) explicitly presented their
contribution (QA6), meaning they contribute a concrete solution
nd explain the scope of their contribution clearly in the conclu-
ions. A negligible number of papers do not present contributions
1.96%), while the remaining 37.25% of the papers describe their
ontributions generally. Finally, only 14.38% of the papers do not
resent any direction for future work (QA7). For more than half of
he papers (56.86%) directions for future work are presented in a
eneralized manner. While only (28.76%) presented future work
irections with recommendations.
We can conclude that most of the primary studies provide

otivation for their problem and provide a research context.
bout 77.78% approaches are evaluated by a case study or based
n empirical foundations. Although in most of cases the contri-
utions are explicit, we note that the future work is either very
eneral or lacking and rarely reported with a concrete road-map.
Regarding the confidence of reviewers about the content and

uality of the study, confident responses were dominant for both
s shown in Table 13, likely due to the reviewers’ experience in
PS modeling.
Further, we analyzed the countries which publish the analyzed

et of the primary studies, from a total of different 38 countries
ig. 18 highlights countries with at least four publications. We
an observe that the United States (16%), Italy (14%), Germany
14
Table 14
Top contributing institutions.
Institution Country Count

University of Antwerp Belgium 11
Flanders Make Belgium 7
Politecnico di Milano Italy 7
Universit di Napoli Federico II Italy 6
Seconda Universita di Napoli Italy 6
Guangdong University of Technology China 5
University of California USA 5
Mlardalen University Sweden 5
East China Normal University China 4
Aarhus University Denmark 4
Newcastle University UK 4
McGill University Canada 4
University of Cantabria Spain 4
INRIA France 4
Royal Institute of Technology (KTH) Sweden 4
University of Pennsylvania USA 4
University of Toulouse France 4

(11.5%), France (10%), and China (7%) are the top five countries.
Findings show that 101 (66%) of the papers were written by au-
thor(s) affiliated to one country, 41 papers (26.80%) were written
jointly by authors affiliated to two countries, 5 papers (3.27%)
were written by authors affiliated to three countries. Finally, 3, 2,
and 1 primary studies were written by authors affiliated to four,
five, and seven countries respectively.
Fig. 18. Contributing countries (based on author affiliations).
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Table 15
Top publication venues.
Venues Venue Type Count

Software & Systems Modeling Journal 15
IFAC-PapersOnLine Journal 6
CEUR Workshop Proceedings Workshop 5
ACM/IEEE International Conference on Model Driven Engineering Languages and Systems Conference 4
Microprocessors and Microsystems Journal 4
Advanced Engineering Informatics Journal 3
Leveraging Applications of Formal Methods, Verification and Validation Conference 3
Table 14 depicts the top contributing institutions with at least
our studies out of a total of 206. The top three institutes are the
niversity of Antwerp (with 7% of the studies), Flanders Make and
olitecnico di Milano (4.5%) each, Universit di Napoli Federico II
nd Seconda Universita di Napoli (4%) each.
Finally, we analyzed to which venues are MPM approaches

or CPS getting publish. Journal publications made up 74 (48.3%)
f the primary studies, while conferences, book chapters, and
orkshop papers made up 60 (39.2%), 11 (7%), and 8 (5%) of the
tudies, respectively. The ranking of the top venues with at least
hree studies is shown in Table 15, of which convincingly most
apers were published in Software & Systems Modeling Journal.

. Summary of results

Details about analyzed and filtered data associated with our
esults can be found in our complementary submission (Barišić
t al., 0000) associated with online data repository.6 We observe
hat the number of studies reporting multi-paradigm modeling of
PS is increasing constantly until the year of 2017, from which we
an note the drop off on the number of the studies. Not to jump to
onclusions, this drop off can be impacted due to the two search
trategies which we used, of which for the manual source we had
nly data till the year 2017 (see Fig. 19).
Regarding the quality of the analyzed studies we noted that

he primary studies are clearly reporting the problem, research
ontext and contributions, while the evaluation of the approaches
especially experimental one) and the road map for future work
s often lacking or being very general. Regarding the demographic
istribution, we can note that most publications on this research
opic actually are ones from EU countries (Italy, Germany, France
tc.), followed by USA, China and Brazil, having the top contribut-
ng institutions from the EU.

The results discussed in Section 4 (RQ1) show a widespread
se of MPM for designing and developing CPS. Most of the ap-
roaches were found to only support a fraction of the devel-
pment process phases, with model editing, simulation, trans-
ormation, and analysis being the most frequent. Conversely,
here are fewer studies reporting verification, integration and
ode generation. Automated code generation from models has
een found to produce code with fewer errors (Mohagheghi and
ehlen, 2008) and can improve developer efficiency on average

6 https://data.mendeley.com/datasets/jy6ww3hmyw.
15
by 20–30 percent (Whittle et al., 2014), which should encourage
developing more tools to support this activity. In addition, some
papers describe purely theoretical approaches and reported no
tool support.

The studies reported using a wide range of formalisms, of
which the most common were Petri Nets, Hybrid Automata and
Discrete Events. However, the number of studies explicitly re-
porting the use of more then one formalism is relatively low.
In general, modeling techniques seem to be effective when ad-
dressing a single stage of the development process in isolation,
and when targeting mostly one or two parts of system (soft-
ware, hardware, network, environment). In our opinion, these
facts are symptoms of the intricacy of CPS development: in fact,
it is very difficult to provide a single modeling language and
corresponding tool able to address the whole set of develop-
ment phases, or to effectively model all the parts of a CPS. In
this respect, the research community has investigated multiple
solutions to integrate different levels of abstraction, different CPS
views, and different CPS parts. However, many approaches do not
either state or use any integration mechanism, indicating that this
topic remain challenging. When stated, automated integration
via model transformations is the most frequent, while others
leverage several forms of trace links that are exploited to check
the consistency between the different integrated parts and/or to
derive the synthesized system. We note that only very few studies
make use of more than one integration mechanisms, which for
realistic industrial development settings would likely not be the
case.

As reported in Section 5, most MPM approaches for CPS (RQ2)
focus on high-level aspects of the system, and a number of them
provide models of development artifacts and the cyber parts of
the system. Aside from engineering support, it is most common
for the studies to analyze or promote automation of development
tasks, efficiency, and resilience. There is a relative shortage of
research tackling complexity or simulation of CPS.

Most studies focus on instance models, whereas less than a
quarter of them use meta-modeling. Approximately one quarter
of the studies report developing a custom tool for their approach,
whereas over half of the studies use the existing tools and mod-
eling languages. UML is convincingly the most used modeling
language, followed by SysML, Marte and AADL, while Simulink,
EMF, and UPPAAL are reported to be the most used tools (frame-
works). About half of the works mentioning languages include
more than one language, and a third of those mentioning tools
Fig. 19. Modeling approaches for CPS over time.

https://data.mendeley.com/datasets/jy6ww3hmyw
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nclude more than one tool. These results testify the multi-faceted
pproach for developing CPS conveyed by MPM. Interestingly,
he relationships between formalisms, languages, and tools, are
n general made less explicit; one reason for this might be the
ight correlation between formalisms and language/tools, such
hat the users think of them as a single method rather than
he combination of different ingredients. Eventually, most of the
rimary studies do not provide an engineering process, and those
hat do predominately describe it in an informal, textual way.
his result indicates a lack of research in modeling a process for
evelopment of CPS.
As reported in Section 6 (RQ3), about 33.3% of the studies

resent domain-specific approaches, while the majority propose
odeling approaches for any CPS. However, there is a tendency to
se only a single domain to validate the approaches, as only 10.4%
f studies report more then one application domain being ad-
ressed. This can be potential threat to applicability of approaches
ddressing any CPS in some other domain. The highest num-
er of modeling approaches address the Critical Infrastructure,
ntelligent Transportation and Smart Manufacturing application
omains, and this trend is the same for MPM approaches. On
nother hand, there are only a few studies reporting their appli-
ation for Emergency Response. Also, it worth to note Petrinet
ormalism is used the most among all application domains (with
9 papers) and Critical Infrastructure uses the highest number of
ormalism in different studies (11 formalisms).

Finally, the results presented for RQ4 in Section 7, indicate that
sizeable minority of MPM papers report actors, with the System
ngineer and Domain Expert as the most common ones. A small

minority of the papers report the expertise required for modeling,
and most of it is for use-case-specific modeling requiring Model-
driven Engineering skills. A more detailed understanding of how
the actor roles and necessary skills relate to MPM approaches
could suggest ways to involve more diverse stakeholders in the
modeling process, as a result, enhance the efficiency and effec-
tiveness of those approaches (Barišić et al., 2018). A vast majority
of the papers come from authors in computing fields, as expected,
and a minority from Electrical Engineering and related fields. We
found no dependency between the fields of the authors and the
domains, suggesting that interdisciplinary MPM research does not
necessarily arise from applications to multiple domains.

10. Threats to validity

In this section, we discuss the main threats to validity in our
study and how they were mitigated during the MPM4CPS SMS
process.

Construct validity. A main issue in any literature review study is
the possibility of missing some relevant primary studies, which
may be caused by incomplete or incorrect research strings,
inappropriately-worded research questions, inappropriate inclu-
sion/exclusion criteria and incomplete venues or databases. In our
study, these issues were mitigated using three techniques (query
testing, validation survey with a COST action members and pilot
session with reviewers) to validate the proposed protocol. The in-
clusion/exclusion of papers was performed by different reviewers,
who may have different interpretation of what is modeling of CPS.
This was mitigated by the use of a standard definition of the all
key terms. Also, we adopted a multiple-review approach where at
least two reviewers decided on inclusion/exclusion of the initial
set of primary studies. In case of disagreement, the third reviewer
was included to build consensus. However, the study is still
focused on the perspective introduced by the participants of the
COST network, and the precise definition of MPM introduced by
this community. There exist the communities which for example
assemble multiple formalisms, but do not use MPM terminology
16
or are not explicitly addressing the CPS. Also, it is worth to notice
that term CPS was introduced relatively recent, while there are
the communities indeed working on this type of systems for
decades, and use different terminology.

Internal validity. Bias in data extraction or subjective interpre-
tation about the extracted data from the primary studies may
be potential threats to the validity in the conducting phase,
potentially leading to incorrect classification of studies. We note
that each paper was assigned to a one reviewer, then according
to his self-confidence report, the paper may have been revised
by a second reviewer. Nevertheless, most papers were reviewed
only once, which increases the risk of biases in the resulting
classification. However, we had 17 researchers from different
countries active in area of modeling of CPS included in clas-
sification process, as well as in iterative analysis and filtering
of results, therefore we believe that we managed to unify the
interpretations.

For instance, the reviewers’ subjective interpretation of how
many models/modeling methods are used in a study, and what
they are, may also have influenced the results for questions RQ1
and RQ2. To minimize the influence of the reviewer preconcep-
tions on extracting the modeling data, we performed ground-up
analysis where the cluster tags were assigned as specifically as
possible, and then merged into larger categories (such as ‘‘state
machine-like models’’). During the analysis phase, the unsatisfac-
tory data synthesis may lower the quality of the data analysis. In
our case, papers with poor-quality or incomplete extracted data
(missing answers, unclear descriptions, etc.) were re-discussed
between reviewers until a consensus emerged.

External validity. Finally, given the repetitive retrieval of our data
sets, we noticed that the database search results may differ along
the time, and that the search strategies change, for instance the
number of the keywords gets reduced, asking for slicing the
search string and retrieving a several different sets. This may
result in obtaining a slightly different data sets.

Also, we used two methods to perform our search, the first one
which was automatic based on search string, and the second one
which was based on data sets manually retrieved from another
mapping study having identified modeling approaches for CPS. In
a first run of our study in 2017, we obtained primary studies from
both sources, however, in the second run in 2021, we obtained
just primary studies from the automatic data set. This can impact
the generalizability of our results, like assumed drop of this type
of studies from 2017.

However, the research on CPS, and even the term itself, is
relatively recent. Note that the rise in CPS studies began approx-
imately in 2011, thus leading to an appropriate coverage period
of our SMS. Furthermore, our focus on the software engineering
studies may limit the generalizability of our conclusions to other
broad communities (e.g., control or mechanical engineering).

11. Related work

Multiple literature reviews have been produced on different
topics in software engineering, but so far none has been con-
ducted that investigates MPM of CPS, nor do they study the
background of authors or developers. An original contribution
of our effort is that for the first time in this research field, we
have followed an SMS method to be as objective as possible in
our selection of primary studies as we mentioned before. In this
section, we review the literature surveys that were excluded from
our classification as secondary studies, and mention few other
related studies, and compare them to our work.

In Schlingloff (2016), the authors describe the state and di-
rections of research on systematic CPS engineering. This paper
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efines CPS and gives their typical examples: electronic control
nits in a car and a sensor network for earthquake early warning.
he authors considered model-based design as an appropriate
aradigm for CPS engineering. They reviewed existing approaches
sed in different development phases: systems and requirements
nalysis, modeling, model transformation, and code generation.
hey underline the particular challenges which CPS pose to soft-
are development, such as its interaction with the physical envi-
onment and how it should be modeled and analyzed. This paper,
owever, focuses on describing CPS development phases instead
f surveying the available literature.
Another category of papers focuses on specific CPS issues, such

s Broman et al. (2013), which reviews the use of time, clocks,
nd clock synchronization protocols in CPS. This survey details
olutions used in designing and implementing CPS (e.g., oscillator
echnology, in GNSS, in network technology, and in time and
requency distribution protocols). Our paper, however, studies
ore general characteristics of CPS design.
Some papers focus on surveying the concepts and the appli-

ations of CPS such as Gunes et al. (2014). In order to shed some
ight on the origins, the terminology, relatively similar concepts,
nd challenges in CPS, the authors presented a survey on related
iterature discussing practical applications and major research
omains. Since CPS is an extensive research area, CPSs span di-
erse applications in different scales. Therefore, each application
ecessitates strong reasoning capabilities with respect to unique
ystem-level requirements/challenges, the integration of cutting-
dge technologies into the related application, and practical im-
act on the real world. The authors conclude that existing legacy
ystems have limited awareness of the CPS requirements, and
hat revolutionary design approaches are necessary to achieve the
verall system objectives. Their paper examines some of the same
esearch questions as this paper in types of domains used and
ualities of CPS, but not others such as formalisms, tools, or actors
n CPS design.

In Derler et al. (2012a), the focus is on the challenges of
odeling CPSs that arise from the heterogeneity, concurrency,
nd sensitivity to timing of such systems. A model of a CPS
omprises models of physical processes as well as models of
he software, computation platforms, and networks. One of the
ain challenges is to keep model components consistent and to
heck for correctness of connections between components. As the
odel grows, the possibility of error also grows. In this paper,

he authors identified three types of errors: (1) unit errors, (2)
emantic errors, and (3) transposition errors. They also analyzed
he state of the art in existing tools and methods. This paper
lso focuses on challenges and their solutions, and examines a
ew approaches instead of performing a literature review like this
aper.
As for Hehenberger et al. (2016), it discusses the importance of

esign, modeling, simulation and integration of CPS and focus on
ethods and applications. The authors emphasize that designing
PS requires a multi-disciplinary development process during
hich designers should focus on integration and interaction of
hysical and computational components. Furthermore, they pre-
ented case studies and current best practice from industry. This
aper also focuses on CPS design aspects while our work
The above papers also lack the quantitative analysis about the

istribution of papers covering each domain and CPS quality that
e perform in this paper.
Another CPS security study (Lun et al., 2019a) identifies, clas-

ifies, and analyzes existing research on CPS security in order to
etter understand how security is actually addressed in CPS. The
uthors empirically define a comparison framework for classify-
ng methods or techniques for CPS security. From the collected

ata authors observe that even if solutions for CPS security have

17
emerged only recently, in the last few years, they have been
gaining a sharply increasing scientific interest across heteroge-
neous publication venues. The systematic map of research on
CPS security provided here is based on, for instance, applica-
tion fields, various system components, related algorithms and
models, attacks characteristics, and defense strategies. While they
use a similar literature search/review methodology, study the
institutions of the authors of studies, and perform quantitative
analysis on surveyed papers, our work studies different research
questions instead of focusing only on security.

A paper of CPS application domains (Al-Ali, 2017) performs a
systematic review over EU projects in period 2007–2016 to find
the most targeted domains and technical challenges by industry.
The focus was on self-adaptive CPS with collective behavior,
which are presented in the demonstrators of the projects. Sim-
ilarly to our study, the preliminary results of the study present
the domains of the demonstrators. However, the paper does not
take into account the intersections between the domains in the
applications nor the domain specificity of the used modeling
approaches. It only maps the system properties that addresses the
targeted challenges to the domains.

There is also a recent systematic study related to applying
modeling languages in Industry 4.0 (Wortmann et al., 2020). The
authors aim to assess the use of modeling techniques by research
and contribution type facets and identifying countries and popu-
lar venues. They conclude that there is a lack of experimentation
and relatively little research on validation and verification, sim-
ilar as in our study. Also, they find that the UML is used most
often, as well as other domain-specific languages, which in our
study are listed in detail. Also they identify integrations as a
major challenge, which seems to be shifting towards information
management and process modeling. Similar to our insights, they
conclude that this area demands further research. Compared with
the papers in this section, our survey includes a greater breadth
of research questions including on the author backgrounds that
others lack.

12. Conclusion and future work

This paper presents a systematic mapping study on multi-
paradigm modeling for cyber–physical systems. A total of 560
primary studies have been reviewed by 17 researchers from
different academic institutions and companies. The presented
results were obtained from the analysis of 386 relevant primary
studies, and can help researchers and practitioners to orient
themselves to address open challenges, and as guide towards
specific solutions for their problems.

We observed that most of the approaches report the use of
models or meta-models and modeling tools and languages to
manage the complexity of CPSs across many domains. Moreover,
the fact that half of the researchers use existing tools/languages as
well as continue to develop their own ones shows that the range
of modeling languages and tools supporting the modeling of CPSs
is not yet fully saturated. We also observe that the majority of
modeling approaches offered for CPSs only cover a few parts of
the system being developed and only consider a few system prop-
erties — and mostly come from the computing fields of research.
In realistic industrial settings, where all very heterogeneous parts
of large complex systems must be covered (for example the air
frame, electrical cables, mechanical systems, embedded systems,
etc. of an airplane), it becomes much easier to reuse well-proven
formalisms languages and tools already mastered by engineers
than to develop a new single formalism/language/tool capable
of covering all these aspects of CPSs. In addition, the diversity
of industry and even project-specific needs and large number of
approaches makes it impractical to develop a new formalism for
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ach approach. We are then left with the issue of integrating
eterogeneous models and tools.
Among the approaches that use several existing languages and

ools, a large number of approaches do not state or consider
odel integration. Among the studies that consider this aspect,
majority rely on batch model transformations for which the
enerated model has to be completely regenerated every time
he source model(s) is (are) changed. When the generated model
as to be edited manually, a major challenge is to keep the
ource model(s) consistent with those changes. This issue is even
ore critical for the most general case of concurrent engineering,

or which the models are modified in parallel by the teams of
any different engineering disciplines. Our survey revealed that

his challenge is currently not addressed well, despite a few
tudies presenting model synchronization techniques working at
he syntactic level and others at the semantics level by composing
odels of computation.
Another future work direction when modeling a CPS is to

odel the development process with appropriate language(s), so
hat this information is also made explicit and can be processed
y tools to better support the orchestration of the development
hases. While less than half of the studies report on the process,
hose that do it only described processes using natural language
nd therefore lack the precision and formality that can be ob-
ained by modeling. Similar to the models describing the system
eing developed, which are always expressed with adequate for-
al language, CPS development processes would also benefit

rom such formalization.
Our final finding is that there is a lack of reporting on the

oles and expertise of CPS stakeholders and modelers. Reporting
uch information explicitly would be helpful to create educational
rograms tailored for CPS engineers. One way to address this
ssue could be to extend our study to industrial case studies
nd interview the CPS stakeholders. This future study would also
llow us to cover industrial development setups and check the
alidity of our results.
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